Minimizing expected uncertainty in visual word recognition
Are readers sensitive to the distribution of information across word forms?
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Visual span is asymmetric (right- Words are typically more informative
visual-field advantage), so fixating at the beginning, so fixating left-of-
left-of-center maximizes how much center places greater constraint on

of the word is in view the possible words



Perceptual account Informational account

O O

Visual span is asymmetric (right- Words are typically more informative
visual-field advantage), so fixating at the beginning, so fixating left-of-
left-of-center maximizes how much center places greater constraint on

of the word is in view the possible words



Perceptual account Informational account

read

wille

Visual span is asymmetric (right- Words are typically more informative
visual-field advantage), so fixating at the beginning, so fixating left-of-
left-of-center maximizes how much center places greater constraint on

of the word is in view the possible words



Are readers sensitive to how the
lexicon distributes information
across word forms?



Predicting Fixation Locations in 43 Languages Based on Perceptual Constraints and
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. Considerable variability in the proportion of fixations across letter
positions within and across languages during reading

. Alhama etal. (2019) investigated whether this variability was due to
the interaction between perceptual constraints and information theory
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Key Questions

. To what extent can the interaction of information theory and
perceptual constraints explain the distributions of fixations across
letter positions and languages’

« Can the account be generalized to predict the distribution of fixations
across positions in other languages’

Big Picture Aim

. To generate a more universal account of eye-fixations during reading,

thus reducing Anglo-centrism and potential model overfitting

Target Stimuli

« The 3250 most frequent 7-letter words in 43-languages in Wikipedia
from van Paridon & Thompson (2021)

. 7-letter words are sufficiently long t© clicit differences in word
recognition as a function of fixation location, but can still be perceived
in a single fixation

Simulating Word Recognition at Different Fixation Locations

+ Acuity decreased as a function of eccentricity from fixated location
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Letter Position

. We identified all words that were consistent with the letters observed
when fixating at each fixation location (40x)

. We computed the frequency-weighted likelihood of detecting each of
these words and used these values t0 produce the Negative
(normalized) Entropy over this distribution of probabilities as a rough
proxy for fixation locations

Negative Entropy
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Results

Relationship Between Fixations and

Information Content in English and Hebrew
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« English and Hebrew have distinct Negative Entropy curves [

. Strong positive correlation between Negative Entropy and proportion

of fixations in both languages (r >= 94 p<= 0014)
Predicting Distribution of Fixations across )
Letter Positions for 43 Languages

Negative Entropy as a Function of Letter Position by
Language
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« Most languages exhibit similar inverted U-shape curves with peak .
Negative Entropy slightly closer to word onset .
Negative Entropy as a Function of Letter Position by
Language Family
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03 Indian Languages
Austronesian
Arabic
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We took the average across language families to facilitate comparisons
in the overall trends

Main deviations from overall trend were:

« Hebrew (not inverted U)

« Indian languagccs (syllabaries DQLC aptured by ¢ urrent appro h)
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Results

PCA Across Languages Factor Loadings
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Two components reached significance (excluding Indian languages)
Wwith a few exceptions, the languages clustered based on their
language families

Hierarchical Clustering Dendrogram
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Hebrew and Arabic are relative outliers in the space
Slavic languages appear to group separately from other
languages

Discussion

Broad similarities in predicted fixatiQhds
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Left-heavy lexicon
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SKAPEVS
SGYDIVS
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Right-heavy lexicon

SVEBYNS
SVEBOTS
SVEPUGS
SVEPAKS
SVIDYGS
SV IDONGS
SV IMUKS
SYEM&ES

information
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Participants exposed to the left-heavy lexicon Participants exposed to the right-heavy lexicon
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Experiment 2
Causal demonstration that
the lexicon's information
distribution influences eye
movements

Experiment 1

Estimate the asymmetry in
the visual span as it
pertains to our

experimental setup

Model
Explore how perceptual
and information biases
interact to produce
uncertainty

Cross-linguistic data
Explore how much cross-
linguistic variation there is

in the distribution of
uncertainty



Are readers sensitive to how the

lexicon distributes information

across word forms?

Model

Causal demonstration that In the absence of any other Explore how perceptual

the lexicon's information information about the identity of an and information biases

distribution influences eye upcoming word (e.g. from prior interact to produce
movements sentence context or parafoveal uncertainty

Experiment 2

preview), readers can already rely

on their knowledge of the lexicon to
make an informed guess about
where to fixate words

Experiment 1 Cross-linguistic data
Estimate the asymmetry in Explore how much cross-
the visual span as it linguistic variation there is

pertains to our in the distribution of

experimental setup uncertainty



