Using iterated learning to reveal biases for well-structured meanings in language
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Our continuous sensory perception of the world is discretized into arbitrary categories. By aligning on a particular system of categorical meaning distinctions, members of a language population can rely on their shared understanding of the observable world to successfully communicate. For example, the items referred to by the English word *cup* form a conceptual category that has fuzzy, English-specific boundaries with neighbouring concepts, such as *bowl, glass,* and *pitcher* (Labov, 1973; Malt, Sloman, & Gennari, 2003). What is not well understood, however, is how such categorical meaning distinctions are shaped in conceptual space to optimize for language learning and language use.

Fig. 1 shows three kinds of categorization of a two-dimensional meaning space. In the case of the *random* system, the category membership of every item must be learned independently. In the case of the *connected* system, each category forms a contiguous region of the space, allowing for a more economical cognitive representation. Finally, the *convex* system — consistent with prototype theory — offers the most economical representation; each category can be represented by

Figure 1: Three kinds of categorization of a two-dimensional meaning space.
a single point in the space. For this reason, Gärdenfors (2000) has argued that categories should be expected to have convex structures; however, there has been little empirical work demonstrating this.

Kirby, Tamariz, Cornish, and Smith (2015) use the iterated learning framework to show that pressures for compressibility (i.e., the simplicity of the cognitive representation) and expressivity (i.e., the capacity of the system to convey a useful range of meanings) shape the kinds of structure we find in language. The pressure for compressibility is derived from repeated episodes of learning over generational time, while the pressure for expressivity is inherent to successful communication (cf. Regier, Kemp, & Kay, 2015). These competing pressures may provide an explanation for the kind of categorical structure that arises in language, and the iterated learning paradigm provides a method for teasing apart the contributions of communication and language transmission.

I will present data from a previous study (Carr, Smith, Cornish, & Kirby, 2016) reanalysed in terms of convexity, and I will discuss ongoing experimental work to tease apart the effects of learning and communication on well-formed meaning structures in language. Our predictions are that communication acts as a pressure to move from a random system to a connected system, but that repeated episodes of learning are required to shift emergent languages towards convexity.
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